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A computational model was developed to simulate the responses of auditorytAdtydibers in

cat. The model’s signal path consisted of a time-varying bandpass filter; the bandwidth and gain of
the signal path were controlled by a nonlinear feed-forward control path. This model produced
realistic response features to several stimuli, including pure tones, two-tone combinations, wideband
noise, and clicks. Instantaneous frequency glides in the reverse-corrdlatiocon function of the
model’'s response to broadband noise were achieved by carefully restricting the locations of the
poles and zeros of the bandpass filter. The pole locations were continuously varied as a function of
time by the control signal to change the gain and bandwidth of the signal path, but the instantaneous
frequency profile in the revcor function was independent of sound pressure level, consistent with
physiological data. In addition, this model has other important properties, such as nonlinear
compression, two-tone suppression, and reasonapleaues for tuning curves. The incorporation

of both the level-independent frequency glide and the level-dependent compressive nonlinearity into
a phenomenological model for the AN was the primary focus of this work. The ability of this model
to process arbitrary sound inputs makes it a useful tool for studying peripheral auditory processing.
© 2003 Acoustical Society of AmericdDOI: 10.1121/1.1608963

PACS numbers: 43.64.Bt, 43.64.Pgy/JS

I. INTRODUCTION (revcop function is an extension of the cross-correlation
method and is used as an indirect estimate of the AN impulse

The auditory nervelAN) transfers the information of responsdde Boer and de Jongh, 197& frequency modu-
sound stimuli from the cochlea to the cochlear nucleuslation, or “glide” in the instantaneous frequency, has been
which projects to higher levels of the auditory nervous sys+teported in the impulse responses of BRobles et al,
tem. Detailed knowledge of the firing pattern of AN fibers is 1976; de Boer and Nuttall, 1997; Reaobal, 1997 and AN
necessary to understand how sounds are encoded at the infiisers (Lin and Guinan, 2000; Carnegt al,, 1999. An up-
stage of the auditory system. The goal of this study was tavard frequency glide indicates that the early part of the im-
improve a previous nonlinear phenomenological model fopulse response is dominated by lower frequency components
the response patterns of AN fibers to different sound inputsand the later part is dominated by higher frequency compo-
The computational AN model presented here includes theents (i.e., frequency increases as a function of imé&
level-independent instantaneous frequency glide and thdownward glide indicates the opposite treie., frequency
level-dependent compressive nonlinearity. These propertiedecreases as a function of tijne
interact and influence both the rate and timing of AN re- Upward frequency glides were observed in BM and AN
sponses. This model is a useful tool for the study of soundesponses with relatively high characteristic frequen@@s
encoding in the peripheral auditory system, and it provides>1500 H32, constant frequency glides were seen in AN fi-
realistic responses that can be used as inputs to models bérs with medium CF$CF=750-1500 Hy, and downward
higher levels of the auditory system. frequency glides were seen in low-CF AN fibeGF<750

A system’s impulse response can be estimated by thklz) (Carneyet al, 1999. These frequency glides are consis-
cross correlation of the response of the system to a widebartént with the level-dependent peak-frequency shifts observed
noise with the noise input waveform. This technique hagn auditory peripheral transfer functioh&N: Mgaller (1977);
been used as an indirect estimate of the basilar membrar@ner hair cell(IHC): Cheatham and Dallogl999]. Shera
(BM) impulse responses while the click response is a direct2001a, b explored instantaneous frequency glides in BM
estimate(de Boer and Nuttall, 1997 The reverse-correlation click responses and suggested that the slope of the normal-

ized instantaneous frequency is independent of cochlear lo-
dAuthor to whom correspondence should be addressed. Electronic maif::atlon for CF$ above 1.5 kHz and strongly dependent on
lacarney@syr.edu cochlear location for lower CFs.

DAddress for correspondence. The frequency glide pattern not only affects the fine
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structure of AN responses in the time domain but also igwo-tone suppression; however, the frequency glide observed
related to the best—frequeri'cYBF) shift as a function of by Carneyet al. (1999 in the reverse-correlatiofrevcon
sound pressure levéSPL). This level-dependent BF shift functions of cat AN fibers was not included.
can be qualitatively explained by the combination of the in- Meddis and colleague$2001) BM model consists of a
stantaneous frequency trend in the impulse response and tdeal resonance nonlinedDRNL) filter with two parallel
change in the shape of the impulse-response envelope htanches, one linear and the other nonlinear. This model and
various input SPL$Carney, 1999; Shera, 2001Due to the  Goldstein’s (1990, 199% multiple bandpass nonlinear
compressive nonlinearity, as SPL increases, the bandwidth §MBNL) model are extensions of Pfeiffer(4970 bandpass
peripheral filters increases and the group delay of the filtersonlinear(BPNL) model. These models successfully repro-
decreases. Associated with the decreases in group delay isdace many physiological phenomena related to basilar mem-
shift of the envelope of the impulse response to smaller labrane motion. However, they do not address the level inde-
tencies. In fibers with CFs higher than 1500 Hz, the instanpendence of the instantaneous-frequency glide, which is a
taneous frequency has an upward glide, which means that tHecus of the study presented here. Medatisl. (2001 quali-
beginning of the response has a relatively low instantaneoustively describe the instantaneous-frequency glide in the im-
frequency. When the input SPL is increased, the group delagulse response of their model, but they do not quantify the
of the impulse response decreases; because eddiger- frequency glide or demonstrate its level independence. The
frequency energy in the impulse response is emphasized aevel dependency of this instantaneous frequency in the im-
SPL increases, the best frequency at high SPLs decreasgusilse response of the DRNL model will be compared to that
For low-CF fibers, as SPL increases the group delay of thef the model presented here.
impulse response still decreases, but in this case the shift in  Irino and Patterson(1997, 2001 proposed a gam-
the impulse-response envelope emphasizes the &agi-  machirp auditory filter to account for peripheral auditory
frequency energy in the downward glide for the low-CF processing. The gammachirp filter is an extension of the
fiber. Therefore, the BF of low-CF fibers shifts upwards asgammatone filter and was the first model to include the fre-
the SPL increase§See Fig. 1 in Carney1999 for sche- quency glide property in its impulse response. Although this
matic diagram illustrating the inter relationship between themodel includes frequency glides in the impulse responses,
glide and the BF shiff. the trends of the BF shifts as a function of SPL in Irino and
An instantaneous-frequency glide in the impulse re-Patterson’¥2001) model are not consistent with physiologi-
sponse of a filter is reflected in the asymmetry of its transfercal data. The response areas of Andersbal. (1971, their
function. This asymmetry indicates that there are poles withFig. 8) and the revcor filters of Mallef1977), Evans(1977),
different damping coefficients within the filter. The differ- and de Boer and de Jongh978 had monotonic shifts in BF
ence in damping coefficients is associated with the frequencio lower frequencies with increased SPLs for fibers with high
glide in the filter’s impulse respongsee below for more CF. However, the BF of one example in Irino and Patterson
detail). Because the middle ear affects the asymmetry of cof2001, their Fig. ¥ shifts to higher frequencies for mid-level
chlear filters(Cheatham and Dallos, 2001 simple middle- sounds and back to lower frequencies for high-level sounds.
ear function consisting of a linear band-pass fi(fRosowski, The BF of another exampléheir Fig. 10, CF=1800 H2
1996 was used to model this aspect of the frequency glideshifts to higher frequencies with increased SPLs. An accurate
The contribution of the middle-ear filter to the frequency representation of the level-dependent shifts in BF was one of
glide is most important at low CFs. the focuses of the model presented here, as it is associated
One goal of this study was to simulate the frequency-with the frequency glide.
glide phenomenon in the AN fiber’s impulse response. An-  Robert and Eriksson’$1999 cochlear model is based
other focus was the inclusion of the compressive nonlinearen a filter bank of all-pole gamma-tone filtd®PGF9. Each
ity, which is the decrease in the gain of the BM response fobranch of the filter bank consists of a passive and an active
mid- to high-level sound inputdRhode, 1971; Ruggero (nonlineaj bandpass filter in series. These two filters are
et al, 1997. The compressive nonlinearity causes broadenetlned to different center frequencies, and, therefore, a BF
tuning of AN responses and shifted phase responses witbhift can be observed when input SPL changes. This level
increased SPLs. Two-tone suppression, which is the redudependency of BF suggests that their filter-bank model may
tion of the response to a tone at CF when a second tone lgave an instantaneous frequency glide in the impulse re-
presented at a frequency other than CF, is associated with tlponse. However, Robert and Eriks9d999 did not show
compressive nonlinearitfRuggero and Rich, 1991 the instantaneous frequency profile or test its level indepen-
Recent reports of phenomenological AN models havedence. In addition, Robert and Erikssof1999 gammatone
focused on various aspects of fiber responses. The respondéters do not include any zeros, which are important for pro-
of the auditory periphery, whether recorded from single ANducing downward instantaneous-frequency gligee® Sec. II
fibers or single sites on the basilar membrane, are charactdor detai). These downward glides are observed in low-CF
ized as level-dependent bandpass filters. A nonlinear AMN fibers (Carneyet al,, 1999.
model that was developed by Carnd®93 and extended by de Boer and Nuttall (2000 also investigated the
Zhang et al. (2001) and Heinzet al. (20019 includes a instantaneous-frequency glide in the response of the basal
fourth-order gamma-tone filter with level-dependent bandBM in a modeling study based on the EQ-NL theoréme
width and gain. The most recent versions of this model inBoer, 1997. In their model, the impedance of the BM is
cluded level-dependent phase responses, compression, aseiscribed by two linear components, with a signal level-

2008 J. Acoust. Soc. Am., Vol. 114, No. 4, Pt. 1, October 2003 Q. Tan and L. H. Carney: Auditory-nerve model with frequency glide



e ————————-—

Sound Signal Path | two pairs of poles and one second-order zero in control
OUNK . . .
input [Vfiidie Timewvarying || ** [loner Hair Cell andE‘: Model response space. The locations of the poles and zeros are specified in
*’ Band-pass Filter Synapse Model Delay —»

( s Table I. The low-frequency zeros of the middle-ear filter im-
3 °___ discharge rate) proved the downward frequency glide in the model’s impulse
response at low CFs.

Basilar membrane tuning was modeled with a time-
varying bandpass filter, and the compressive nonlinearity of
Control Path the BM was achieved with the nonlinear control path. The

IHC and synapse model was based on that in Zheirgj.
FIG. 1. Schematic diagram of the AN model. The model included a middle-(2001). A 0.5-ms delay was added to the model output to
ear model, a signal path, a control path, the IHC and synapse model, andi34tch model and neural latencies. The output of this model
time delay. See text for more detail. . .. - .
was the instantaneous firing rate as a function of time.

dependent coefficient that introduces the level dependence of This section describes the major compone.nt_f, of the sig-

bandwidth gain. and peak freauency of the BM response irrol*ual path and the control path of the model. This is followed
an - gain, and p q y . resp by a description of how the parameters for model fibers

the frequency domain, along with the level-invariance of theacross a range of CFs were estimated from AN recordings

glide in the impulse response. They only modeled respons e values of all model parameters are listed in Table | .

in the base, and thus their model only described an upward '

frequency glide, but the general approach could be adapted

to describe the downward glide at low frequencies. Their

level-dependent coefficient varied the relative contributionsB. The signal path

of the two impedances; this coefficient did not vary with

time, but was set to a single value to explain responses ataa\

fixed stimulus noise level. The Ievel-depende_nt_parame_ter Mow manipulation of pole-zero locations generates frequency
the_de Boer and Nuttall2000 study plays a S|m_|lar role in glides in impulse responses, we consider a fourth-order lin-
their model as the output of the control path in the modelear filter with two complex-conjugate pole pdirsat
presented here. However, in the model described here, trﬁ(—xl,&rfl), Do(—Xp,—27fy), Ppa(—xy,27f,), and
parameter that controls the tuning at the level of the BM is (—x,,—2mf,), wherex;>0 and x,>0. The transfer
both time and level dependent. The temporal variation of th u4nctio$1, of this s'implified linear filter is

nonlinearity is presumably more important at low frequen-
cies because the dynamics of the compressive nonlinearity a

are fast enough that the properties of the system vary within H(s)= (s—p1)(S—Po)(s—pa)(s—pa)
a stimulus period at low frequencies. In addition, using a ) ) )
time-dependent coefficient to control the nonlinear system  The right side of Eq(1) can be transformed into the sum

allows the model to be applied to a broader range of comple®f four first-order fractions:

The signal path was configured to produce a frequency
ide in its impulse response. To illustrate mathematically

(€

stimuli. a —a a —a
. . 1 1 2 2
The present study combined the level-independent fre- H(s)=——+ ——+ ——+ ———, (2
quency glide with level-dependent featur@sg., the gain (5=py)  (57p2)  (s7P3)  (S=Pa)

and bandwidth of peripheral tunipgn a simple manner to wherea, anda, are gains derived by factoring the right side
create a model that can process arbitrary stimuli. Previousf Eq. (1).

studies(Shekhter and Carney, 1997; Tan and Carney, 1999  |n the time domain, the impulse response of this linear
showed that careful selection of the locations of poles andilter [the inverse Laplace transform of E@)] is

zeros in the complex plane made it possible to design filters )

with realistic instantaneous frequency glides in the impulse ~ N(1)=2a;e7' sin(2f 1)

responses of the filter. The model descnped here extended +2a,e 2t sin(2f,t), for t=0; 3)

the model of Tan and Carnd$999 by combining the pole-

zero approach with a feed-forward control path, therebyx; andx, determine how quickly the envelopes of the first
modeling the compressive nonlinearity of the auditory pe-and second terms in E3) reach their peak values, respec-

riphery. tively. If it is assumed thak,>Xx, and the values o, and
a, are carefully adjustedag>a,), then the first term has a
Il. MODEL DESCRIPTION larger amplitude and dominates at the beginning of the im-

pulse responsé(t). The second term dominates the latter
part of h(t) because the first term decays faster than the
The basic model components are shown in the bloclsecond term. Thus, the instantaneous frequency is closer to
diagram in Fig. 1. The model consisted of four parts: af; at the beginning of the impulse response and is closer to f
middle-ear model, a time-varying bandpass filter as the sigat the end of the impulse response. Addition of poles to the
nal path, a nonlinear control path, and an IHC and synapsgliter provides increased control over the frequency shifts as
model? The middle-ear model was a linear bandpass filtera function of time inh(t).
based on the middle-ear frequency response properties de- A fifth-order zero was placed on the real axis in the
scribed by Rosowski1996. This linear bandpass filter had complex plane. For lower CFs, the zero is pushed closer to

A. Model overview
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TABLE I. Parameter values.

Parameter Description
CF Characteristic frequency Value

Middle ear model

Pmlreal Real part of pole 1 in middle ear modeliz) —250
Pmlimg Imaginary part of pole 1 in middle ear modélz) 400
Pm2real Real part of pole 2 in middle ear modeliz) —2000
Pm2img Imaginary part of pole 2 in middle ear modélz) 6000
Zm Location of the zero on real axis for middle ear model —200

Control path

F cwb

BW,
Acp
Bcp
Ccp

Gconlrol
Oc

Signal path

g0
Zy
Z;

(rad/g

Center frequency of the wide-band filtgz)

Bandwidth of the wide-band filteiHz)
Parameter in the first nonlinear function
Parameter in the first nonlinear function
Parameter in the first nonlinear function
Parameter in the second nonlinear function
Parameter in the second nonlinear function
Parameter in the second nonlinear function
Parameter in the second nonlinear function
Cut-off frequency of the low-pass filtéHz)
Gain in control path

Output of the control path

Relative locations of poles, real part in the bandpath filter

of the signal path

Relative locations of poles, imaginary part

Imaginary part of the pole closest to the imaginary axis
Real part of the pole closest to the imaginary axis

Real part of the pole closest to the imaginary axis at quiet

Parameter for the location of the zeros in signal path
Parameter for the location of the zeros in signal path

Inner hair cell and synapse model

See Zhanget al. (2001

1.2 mm basal
to fiber CF
CF/4
100
2.5
0.6
8.0
3.0
0.85
5.0
800
See Eq@18)

See Eq(9)

See Bd)
See(By).
O=00—0¢
SedlHp.
0.9
=15

the origin, which makes the low-frequency side of the filter

For a slightly more complicated system with two pairs

transfer function steeper and the high-frequency side shabf poles and two zeros, as shown in Fig. 2, the poles and

lower than that for high CFs.

negative real axis
(stc)

= (s+a)?+b?

Eq. (4) can be rewritten as

zeros can be divided into two groups, each having one zero

The combined influence of zeros and poles on the freand one pair of conjugate poles. The location of the zeros
guency glide can be illustrated as follows: For a simple sysaffects the coefficient in E(q7).
tem with one pair of poleén conjugate¢ and one zero on the

(4) / Pal}
'y bl

For the convenience of the inverse Laplace transform, Pa2

A

) al

Img

Real

v

FIG. 2. A simple example of pole-zero locations for a bandpass filter, which
has two pairs of polesR,; /P, and their conjugat¢sand one zerdz) in
control space. The relative locations of the poles and zeros affect the trend
of the instantaneous frequency profile in the filter's impulse response. In this
example,P,, has a larger damping coefficient and smaller resonance fre-
quency tharP,, does. Therefore, the beginning part of the impulse response
is dominated by relatively lower frequench) and the later part is domi-

(s+a) (c—a) ?
H(s)= : (5 !
(s+a)’+b? (s+a)?+b?
In the time domain, the impulse response is
_ (c—a) _
h(t)=e 2! cogbt)+ b sin(bt)|, for t=0, (6)
or, more conveniently,
c—a)\? c—a
h(t)=e 3'\/1+ ( ) cos( bt—arcta ( )
b b
for t=0. (7) nated by higher frequencyb().
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4Img poles and zeros required to generate realistic frequency
S glides in the time domain and realistic sharpness of tuning in
cc fe 00 the frequency domain.

‘ !
P11 A P01 C. The control path

Pb &
¥ P12 iy P02 The compressive nonlinearity is an important property
P13 " P03 of cochlear tuning in the healthy ear. This property was
achieved by including the control path, which continuously
Z | Rea_l changed the bandwidth and gain of the signal path. The con-
Xrero trol path included four segments in seri€sg. 1).
’ A nonlinear wideband filter determined the frequency
) range of the stimulus that affects the bandwidth and gain of
*. the signal path. The bandwidth of the control-path wideband
filter was set to twice the bandwidth of the signal path when
there was no input signal. The center frequency of the wide-
_ o , band filter was set to a frequency corresponding to the place
FIG. 3. Pole-zero locations for the bandpass filter in the model’s signal path, the BM imately 1.2 b | to th | that
Ten pairs of polegP11 and P13 were fourth-order poles and P12 was aon the approximately 1.2 mm basa O € place tha
second-order pojeand a tenth-order zero were included. P01, P02, and Pogorresponded to the model CF. The bandwidth and the basal
are the pole locations when the input sound intensity is zero for the poleshift of the control path were chosen to achieve the appro-
P11, P12, and P13, respectively. priate shape of AN suppression tuning curfesy., Sachs
and Kiang, 1968; Arthuet al,, 1970; Delgutte, 1990 The

The envelope ratio between the two groups of poles angain of the wideband filter was normalized to one at the
model CF. A feedback signal derived from the output of the

26108, 1. control path increased the bandwidth of the wideband filter
e~ ait \/1+((c—a1)/b1)2 with larger input sound intensity. This bandwidth control and

R= , (8) the normalization of the gain resulted in different slopes in
e~2%\1+((c—a,)/by)? the two-tone suppression growth functions for suppressor

determines the relative dominance of each group of polefsrequenues abqve or t_)elow modc_al Gsee below, Fig. 18
A symmetric nonlinear function adopted from Zhang

when determining the instantaneous frequency at time . Lo
The model presented here had ten pairs of conjugatgt al. (2007 followed the wideband filter:
poles. The relative locations of the poles and the locations of  X,(t)=sgr X;(t)]B, Iog(1+Acp|X1(t)|C°p). (14
ten zeros determined the instantaneous frequency (fide ) , o
3). The locations of the poles and zeros were set to be func- In Eq. (14), Xl,(t) is the output of the W|deb§1nd flltgr In
tions of model CF based on fitting revcor functions for aPascals an&y(t) is the output of the symmetric nonlinear
population of AN fibers, as described later. The model-cgunction. This compressive function made it easier to control
dependence of the pole locations is described as the shape of the BM velocity-intensity functigeee below,
Fig. 7).
log;o( P,) =log,o( CF) X 1.0230+ 0.1607; 9 An asymmetric second-order Boltzmann function fol-
lowed the symmetric logarithmic nonlinear function. This
logyo( Pp+1000 =logyo(CF) X 1.4292-1.1550;  (10)  Boltzmann function corresponded to the membrane
_ _ potential-displacement function of the outer hair cell, as sug-
logio 070) =10g10( CF) X 0.4+ 1.9; (1D) gested by Mountain and Hubba(t1996:

P,=1.0854< CF—106.0034; (12 Y[ X,(t)]=B[X,(t)]—B(0), (15)

where P, specifies the relative real parts of the pol®s, where x, was the output of the asymmetric function de-
specifies the relative imaginary parts of the poles, Bpds scribed by Eq(14), andB(x) was the second-order Boltz-
the imaginary part of the pole closest to the imaginary axisnann function:

(see Fig. 3. All zeros were at the same location on the real

axis, X,ero- The distance between the zeros and the origir{?’[x(t):|

was a function of CF on a log-log scale: 1

10910( Xzer0) = Z1 10g1o(CF) + Zg . (13) ~ Irex(To—x(1)/So] X (1+ex (T1—x(1)/S,])

The zeros move away from the origin to negative infin- (16
ity as CF increases. This definition #&,,, emphasizes the B(0) was subtracted fromB[x(t)] to guarantee tha¥(0)
dominance of the poles with higher frequency at the beginwas zero.
ning of the impulse response, especially for low CFs. The parameter3,, T,, Sy, andS; were chosen such
The signal-path filter had two eighth-order poles and onghat the asymmetry of this control-path nonlinearity had a 7:1
fourth-order pole, their complex conjugates, and a tenthfatio, as suggested by the responses of outer hair cells
order zero on the real axis. This was the minimum number ofOHC9 (Mountain and Hubbard, 1996
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The last component of the control path was a second- 1
order low-pass filter with an 800-Hz cutoff frequency. The
cutoff frequency of this filter was estimated from the results
of Recioet al. (1998, which showed that the time course of 0.5
the onset of compression has a time constant of approxi-
mately 0.2 ms, which corresponds to an 800-Hz cutoff fre-
quency. This filter was chosen to be second order for sim- ©
plicity; the effect of filter order will be explored in future
work.

The control signal(the output of the control path
o¢(t), changes the real part of the locations of the poles of

051

the band pass filter in control spafies., a positiveo(t)
makes the pole locations move further away from the imagi- ~ | . . . . .
nary axis and a negative(t) makes the pole locations 0 0.002 0.004 0.006 0.008 0.01
move closer to the imaginary aXis Time (Sec)
oi(t)=0aig— a¢(1), (17 FIG. 4. An example of the model revcor fitted to cat data. The thin line is a

) ) o . ) revcor function from cafunit 15 from cat 86166Carneyet al, 1999] and
whereo;(t) is the damping coefficient of thiéh pole,o;q iS  the bold line is the corresponding model result. The CF of this fiber is 650

the damping coefficient of théh pole when the input is Hz. A downward frequency glide is apparent in these impulse responses, as
zero, ando-c(t) is the control signal. Note th@t(t) in Fig. 1 the zero crossings are increasingly separated at later times in the responses.
is a vector representing the real parts of all of the poles. The

vector oy contains the values of when no stimulus is .
present data and model revcor functions. Several values were tested

as the initial imaginary part of the pole closest to the imagi-
nary axis so that the fitting performance would not be limited
by chance selection of a value.

The IHC and synapse models were the same as in Zhang An example of optimized locations for poles and zeros is
et al. (2001). The IHC model consisted of a logarithmic satu- shown in Fig. 3(The poles for the high-SPL filter are on the
rating function followed by a seventh-order low-pass filter.solid short line and are P11, P12, and PTBe parameters
The IHC-AN synapse model was a time-varying three-storesstimated with the high-level AN revcor functions wetg,
diffusion model[Westerman and Smitf1988; adapted into  p_, P, andog,, whereP, and P, were the relative posi-

a time-varying model by Carney1993 and Zhanget al.  tions of the poles as illustrated in Fig. B;, was the imagi-
(200])] The model described here included Only AN fibers nary part of the po|e with the |argest imaginary part; a%g

D. The IHC and synapse model

with high spontaneous rates. was the real part of the poles with the largest imaginary part
and corresponds to the average valueefhen the stimulus
E. Parameter estimation is white noise at 80 dB SPL. Figure 4 shows an example of

a model revcor function fit to cat revcor daftiber U15-
C86166 from Carnet al. (1999]. This AN fiber with CF

of 650 Hz has a downward frequency glide in its impulse
response.

The relative positions of the poles in the signal pa# (
and P, in Fig. 3) were estimated by fitting the model re-
sponse to revcor functions of low-frequency cat AN fibers
(Carney and Yin, 1988 The damping coefficient of the ) )
poles, o, (the average value af for responses to an 80-dB Revcor datdCarney and Yin, 198gare available mostly
SPL noisg, was initially estimated on the basis of cat revcor for high SPLs(>40 dB SPL, which makes it difficult to
functions computed for AN responses to 80-dB SPhs) e§t|mate the tuning properties of AN fiber for Iow SPLs for a
noise stimuli. Using 80-dB SPL responses for the initial pa-ide CF range based on revcor da@amey and Yin, 1988
rameter estimation had two advantages over using lowefQio data(Miller et al, 1997 are based on the threshold tun-
level data. First, when the input SPL is high, the signal-to-ng curves of AN fiber responses. Thug,@ata can be used
noise ratio in the revcor function is relatively high. Second,to estimate the tuning properties of AN fibers at low SPLs.
revcor functions for 80-dB SPL responses were available fof he Qo data set was used to determine the locations of the
most fibers in the data set usé@darney and Yin, 1988 A poles in the resting statevhen there was no sound input
linearized mode(with the control signal set to zero and thus specifically the value oty (o in quiey. The CF-dependent
with level-independent pole locationsvas first used to fit ~gain of the control signalG oo Was adjusted such that an
the 80-dB SPL revcor functions. The imaginary part of theinput of 80-dB SPL noise resulted in an average control sig-
pole that was closest to the imaginary axis was first set to theal equal to the difference in the real partsRyf, and Py .
peak frequency of the revcor function’s magnitude spectrumThe Qg value was then measured for the nonlinear model,
The Marquard{1963 method was then used to estimate theand Pq;, Pgy, Po3, and the gain of the control signal were
locations of the poles and zeros in the control space. Foadjusted until the model's {g value matched experimental
simplicity, the zeros were set so that they were always on th&,, data for the fiber's CF. Aftewry and ogg were set as
real axis. The target function of the parameter estimation waginctions of CF, the control signal was adjusted to produce
to minimize the rms value of the difference between revcoran appropriate value to control the locations of the poles in
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%10 then shown. Nonlinear aspects of average rate and temporal
response properties were of particular interest and are dis-

| @ cussed below.
v2
E A. Instantaneous frequency glide
e 1t The primary goal of this effort was to incorporate a glide
in the instantaneous frequen¢lF) of the model’'s impulse
0

4 response. The IF glide in this model’s revcor function was
very close to that reported in the data. An important feature
of the IF glide is the constant slope at different noise levels.
The model possesses this property because the relative posi-
tions of the poles do not change at different sound intensities
(i.e., all the poles move in the same direction and have the
same amount of displacemengince the IF glide is deter-
mined by the relative positions of the poles, this model had a
level-independent IF profile in its revcor function.

Figure Ga) shows revcor functions for an AN fiber with
CF equal to 2060 Hz at six noise levels from 30 to 80 dB
FIG. 5. Parameter estimation results for the pole and zero locations in th&PL, alongside model revcor functions for a fiber with the
signal path for(@ P,,, (b) Pa, () Py, and(d) X (see Fig. 3 for a  same CHFig. 6(b)]. The zero-crossing points of the revcor
description of the parameterdParameter values fit to each fiber’s revcor . . . h -
function are shown as stars. Simple expressions for each of the parametery,ncuonS were ajlmOSt |dent[cal at different SP.(‘EES indi-
illustrated by the black lines, were set up and fit to the population results. cated by the vertical dotted linethroughout the timecourse

of the revcor functions; therefore, the revcor function’s in-

i i ) ) stantaneous frequency is independent of input SPL. Figures
quiet and in 80-dB SPL noise. The CF-dependent gain Wag(c) and (d) show the instantaneous-frequency profiles for
described by the following equation: three AN fibers(CF=2500, 1600, and 550 Hz from top to

1P 573LF+1522_ q (PACF+1.9 bottom), at three level440, 60, and 80 dB SPI alongside
(18) instantaneous-frequency profiles for three model AN fibers
with the same CFs. To calculate the IF of a revcor function,
Jdhe envelope of the revcor function was calculated by taking

for each parameteiFig. 5. Simple expressions for the val- the absolute value of the Hilbert transform of the revcor
ues of these parameters were established as functions of (nction. IF was then calculated over the time period where
as shown in the text abovkEgs. (9)—(13)], enabling the the envelope was more than one quarter of the peak value,
model to simulate AN fiber responses for any CF up to apYSing the zero-crossing methésee Appendix B for details

proximately 3500 Hz. The CF range was limited by the re-about calculation of instantaneous frequendyre overlap of
duction in quality of revcor functions for high CF fibers the IF trajectories for the same revcor function at different
(Carney and Yin, 1988 A total of 139 cat AN revcor func- levels verified the level independence of IF. Generally, the

tions from Carney and Yiri1988 were used for parameter slopes of the IF trajectories increased as a function of CF.
estimation. In Fig. &), it is clear thatP,,, the imaginary 1€ slopes were usually positivepward for CFs greater

part (i.e., frequency of the pole closest to the imaginary than 1.5 kHz and were negativdownward for CFs I_ess
axis, is simply related to CF, as expect®j, and P,, [Figs. than 0.75 kHzCarneyet al,, 1999. For the same AN fiber,

5(b) and (c)] are differences in the real and imaginary parts,0’ for the model at the same CF, the duration of the IF
respectively, of the poles at each G illustrated in Fig. B trajectory was shorter at higher levels because the time du-

Figure 5d) shows the distance of the zeroes from the origin/@tion Of the revcor function was shorter at higher levels
along the negative real axi®iote that this is plotted as a LF195- @@ and(b)]. This phenomenon reflects the increasing
positive distance, so that log axes can be Usédpendix A bandwidth of the revcor function at higher levels due to the
provides CF-dependent model parameter values for three ekoMPressive nonlinearity. Note that the model revcor func-
ample CFs, one low-CF fiber with a downward glide onetions have longer duration impulse responses than this par-
with CF=1000 Hz which has essentially no glide, and oneticular example fibefFigs. Ga) and(b)]; this reflects the fact
high-CF fiber with an upward glide. that the tuning for the model, which was based qg @lues

for a large population of fibers, was slightly sharper than the
tuning for this particular fiber.
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The parameter fits for the entire set of fibers were poole

IIl. RESULTS B. Rate-level curves

This section illustrates several response properties of the At low sound intensity, the control signal of this model
model to tones and other stimuli. It begins with a descriptionwas small(i.e., o is almost zero and- is nearay), and the
of the model's frequency glide, since that was the primaryfilter in the signal path behaved like a linear bandpass filter
goal in the development of this model. Other fundamentalwith relatively narrow bandwidth and high gain. The filter
response properties to tones at CF and to other stimuli areutput was compressed by the nonlinear control mechanism
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(i.e., 0. and o are larger than their values corresponding tomodel tuning curves was a 50-ms tone followed by 50 ms of
sound intensity below threshgladvhen CF-tone levels were silence. The threshold is defined as the sound pressure level
greater than 20 dB SPL. At very high SPLs, the control sig-at which the average discharge rate during the 50-ms tone is
nal was nearly saturated, which made the filter output behav&0 spikes/second greater than the average discharge rate dur-
more linearly.

The compressive nonlinearity is illustrated in Fig. 7, 16
which shows the root mean squdrens) value of the signal e
path output F,, in Fig. 1) as a function of the input sound . —~ 1100Hz
pressure level for several CFs. The input is a 50-ms duratiors 10 — 2000Hz

. 3 —— 4000Hz
pure tone at the model's CF with 2.5-ms onset and offsetiw

- _linear

times. The compressive nonlinearity is stronger for higher:g 10°

CFs(Rhode and Cooper, 1996; Ruggertoal.,, 1997. Figure §

8 illustrates(a) the level-dependent onset rate) sustained g 4L

rate, and(c) synchronization coefficient of the model’'s re- 8

sponses to a pure tone at GFhe left and right columns are % 16
o

results for model CFs at 1100 and 4000 Hz, respectively. S
Both the onset rate and the sustained rate increase as tr& .
input SPL increases. The dynamic range of the onset rate is 10
larger than that of the sustained résdout 40 dB, which is

appropriate for AN fibergSmith, 1988. 10°

-20 0 20 40 60 80 100
Input signal SPL (dB)

L

C. Tuning curves and Q 4 values ) .
FIG. 7. The rms value of the signal path outpht,, (at steady stajein

Tuning curves represent the excitation threshold of ariesponse to CF tones at different SPLs for model CFs at 500, 1100, 2000,

: ; A& and 4000 Hz, respectively. The response patterns demonstrate the compres-
AN fiber to tones at different frequenméISlang etal, 1969 sive nonlinear nature of the signal path. The rms decreases as the model CF

anc_l thus quantify the _relative Se_nSitiVity of the AN fiber t0 jncreases at a certain tone level, indicating a greater compression with
various tone frequencies. The stimulus used to measure thgher CF.
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FIG. 8. Response rate and synchronization coefficient to CF-tone input with
CF of 1100 Hz(left column and 4000 HZright column). Onset rate is the
maximum discharge rate during the first 10 ms and is calculated using
0.5-ms bins. The sustained rate and the synchronization coefficient were 10¢
calculated in the 10- to 45-ms time window for 400 repetitions. e/e-e/&_e_e/e
ing silence. Figure @ shows tuning curves for the AN
model at different CFs. The thresholds at CF were set be- 1
tween 0 and 10 dB by adjusting the gain in the IHC model.
This threshold can also be adjusted by changing the gain ir
the middle-ear model. The width of model tuning curves 0.1 ; ;
depends on the bandwidth of the bandpass filter in the signa 1000 10000

path. The model tuning curves lacks explicit “tails” on the CF (H2)

low-frequency side as observed in physiological d&@ng  FiG. 9. (a) Model tuning curves for different CFs. The model threshold is

et al, 1965; Kiang and Moxon, 1974; Liberman, 1978 defined as the pure-tone SPL that results in a rate response that is 10 spike/s
However, this model is relatively sensitive to frequenciesgreater than the spontaneous ras. Qo values measured from model

near subharmonics of CF due to the nonlinear filter in thduning curves and compared with physiological data from Mikral.
signal path {1997, their Fig. 3 Q,, data were used to set the locations of the poles of

o ] ) the bandpass filter in the signal path,®@alues quantitatively described the
Qo value(CF divided by the tuning-curve bandwidth 10 sharpness of the model's tuning curves as a function of CF.

dB above thresho)ds a standard measurement of the sharp-

ness of tuning curves. The tuning of this AN model was .
; . . ) 1977; Mgller, 1977; de Boer and de Jongh, 19&8d with
adjusted to match model,@values to AN fibers with tuning the level dependence of BM responses at high-CF places

0 H ],
sharper than 75% of the population data. Modgj€shown (e.g., Rhode, 1971; Ruggeret al, 1997. As described

for a range of CFs in Fig. ®), were comparable to Q above, this BF shift is also consistent with the level-

values measured from normal cat AN fibeMiller et al, . . L .
1997, independent upward instantaneous-frequency glide in the im-

pulse responses of high-CF fibers. Low-CF fibers that have a
downward glide have an upward shift in BF as level in-
creasegnot shown.
The shift in BF of the model AN fiber is less than that of
Threshold tuning curves provide a description of tuningthe measured AN fibdiFigs. 1Ga) and(b)]. This difference
in terms of changes in average discharge rate; howevebetween the responses of the model and of this particular AN
reverse-correlation filterghe Fourier transform of the revcor fiber suggests that they differ slightly either in the frequency
function) provide a description of tuning that combines raterange of the instantaneous-frequency glide and/or in the
and temporal response properties. Figure 10 shows modamount of compression, and thus in the temporal extent of
and measured revcor filters based on noise responses acroghe latency shifts as a function of level. The model param-
range of sound levels. The peak of the revcor filter is areters were based on the responses of a population of AN
estimate of the fiber’s BF, and shifts in the BF with level arefibers and were not adjusted to match the responses of indi-
seen for both measurdig. 10a)] and model[Fig. 10b)]  vidual AN fiber examples.
revcor filters. The downward shift of BF as level increases is  In addition to the changes in BF and bandwidth that can
consistent with reports based on revcor filtéesy., Evans, be observed in the magnitudes of the revcor filtgiys.

D. Reverse-correlation filters and level-dependence
of BF
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Cat Revcor Model Revcor

FIG. 10. Measured and model reverse-correlation fil-
ters. The top panel&, 9 show the magnitudes of the
revcor filters computed in response to wideband noise
at several stimulus levels. Each revcor filter was nor-
malized by its peak magnitude; for clarity, a 1-dB shift
was introduced between filters computed at different
Cat Rewcor Model Reveor noise levels. The lower panel®,d show the level-
dependent phases of the revcor filters, plotted relative to
the phase at CF. The phases at CF were forced to be
between— and + . The measured AN responses are
from unit 86100-25 from Carney and Yi{1988.
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10(a) and (b)], the phases of the revcor filters change sys-this model. This property of the higher-order filter can also
tematically with stimulus level[Figs. 1Gc) and (d)]. As  be seen in the tuning curvéBig. 9), which are narrower at
bandwidth increases at higher stimulus levels, the phaskigher levels for this model than for the Zhaagal., (2001
functions get shallower. These changes in bandwidth andhodel.
phase are seen at both low and high CFs. The level- The lower panel of Fig. 11 shows the level-dependent
dependent phase properties of the revcor filters are consistephase shift for model fiber responses to pure tones with fre-
with the level dependence of phase-locked responses of Ajuencies above and below model CF, referenced to the phase
fibers to tonegAndersonet al,, 1971). This property of the in response to tones at 90 dB SPbllowing the plotting
model was a focus of our modeling efforts because the levetonvention used in Anderscet al. (1971)]. Thus, any non-
dependence of the timing of low-CF AN responses may beero relative phase indicates that the response phase changes
important for level coding at low frequenci€Sarney, 1994; with level. The opposite phase change above and below CF
Heinz et al,, 2001b; Colburret al,, 2003. is consistent with physiological datAndersonet al., 1971).
However, the maximum negative phase change at frequen-

E. Response areas with phase responses

4ol T T T L T
The upper panel of Fig. 11 shows a response area, 0l 4| )

average discharge rates, for an AN model fibl@F=2200 /\ "
/

Hz) in response to tonal stimuli at several frequencies and
levels. Each curve corresponds to responses to tones at P
constant sound pressure levislo-level contours The peaks - e
of the curves at low stimulus levels, or the center of gravity 0, 500 1000 1800 2000 2500 3000 3500 4000
of the saturated responses at high stimulus levels, shift ta@)
lower frequencies as SPL increases; however, due to rate
saturation, the shift in BF is not as apparent in the responseg
area as it is in the revcor filtéFig. 10. This BF shift is not
seen in the Zhangt al. (200) AN model (their Fig. 9 be-
cause the gammatone filter is essentially a symmetric filter in% —
the frequency domain. 3 /C

. Thg frequency range over vyh|ch this model responds atg 05 200 100" 1500 2000 2500 3000 3800 4000
high stimulus levels is more limited here than for the Zhang (b) Frequency (Hz)
et al. (200) AN model. This narrower frequency range is , ,
more appropriate based on physiological descriptions of ANIC: 1, Fesheree ses o model er i 500 1o R

response aree(ge.g., Andersor‘?t al, 1971). The difference _indicated in the figure. The phase responses were referenced to the phase in
in the models is due to the higher number of poles used imesponse to that frequency at 90 dB SPL.
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FIG. 12. Maximum synchronization coefficient. The results were measuregurve with CF at 4000 Hz. The stars indicate the suppression threshold,
by taking the maximum synchronization coefficient of model response towhich is defined as the suppressor tone SPL that decreases the response to
CF-tone inputs with SPLs from 0 to 100 dBe., the maximum value from CF tone by 10 spike/s.

the curves in the bottom panels in Fig. &he stimuli were the same as in

Fig. 8. Physiological datdJohnson, 1980from a population of cat AN

fibers are indicated with crosses. . . .
trol path and decreases the gain of the signal path. This fea-

ture is especially important for the simulation of AN re-
sponses to complex sounds, such as speech signals, where
more than one frequency component is present. This sup-
pression can be quantified by the suppression tuning curve
(Fig. 13, which measures suppression threshold as a func-
tion of suppressor frequency. The suppression threshold is
defined as the SPL of the suppressor when the response to a
The SynChronizaﬁon coefficient measures how well th%F tone is reduced by ten Spikes/secqmdﬂgutte, 199§)
AN response is synchronized to the input pure tone in therhe tips of suppression tuning curves are shifted toward the
time domain. A synchronization coefficient of one means thahigh-frequency side of excitatory tuning curvéelgutte,
the AN response is perfectly phase-locked to the input purgggqg. To implement this tip shift, the center frequency of
tone. Figure 12 illustrates the maximum synchronization cothe wideband filter in the control path was set to be higher
efficient of this model's response to pure tones as a functioghan the model CF. This selection of the wideband filter’s
of CF. The model respo.nsg’s synchronization is an importanganter frequencya higher value than OFis also in agree-
temporal property that indicates how well the AN responsement with the suggestion that the outer hair cells responsible
preserves the fine structure of input sound in the time dofy, the nonlinearity at a given CF are located baséilg.,
main. This ability of the AN model to phase lock to the fine {;ned to a higher frequentyPatuzzi, 1995
structure of input sound is limited by the low-pass filtering in While the suppression tuning curves describe the fre-
the IHC model. The parameters of the low-pass filter in thqquency tuning of the onset of suppression, it is also impor-
IHC and synapse modéZhanget al, 2001 were chosen t0 gt 1o examine how suppression grows with level for fre-
achieve the low-pass roll-off seen in AN dafdohnson, g, encies above and below CF. The suppression growth
1980. The model's synchronization coefficie(ftig. 12 is  f,nction measures the amount of suppression at a particular
slightly smaller than that reported for catohnson, 1980  g,hnressor frequency as a function of the SPL of the suppres-
due to the limitations of the synapse model. This limitation isq. "The SPL of the CF tone was adjusted such that the re-
also shown in Zhangt al. (2001, which has the same syn- g6 was constant as the suppressor SPL increased. Differ-

cies below model CF is about/4, which is smaller than the
value of /2 seen in AN fiber§Andersonet al, 1971). This
is a limitation of this model, as discussed below.

F. Synchronization coefficient of model AN fibers to
CF tones as a function of CF

apse model. ent slopes are shown for suppression growth functions at
i _ different suppressor frequencies for the same(Ei§. 14:

G. Two-tone suppression and suppression growth The suppressors with frequencies higher than CF show

functions slower growth(shallower slopgthan suppressors with fre-

Two-tone suppressiorfNomoto et al, 1964; Arthur quencies below CF do. This asymmetrical growth in two-
et al, 1970; Sachs and Kiang, 1968; Delgutte, 1980 a  tone suppression has been observed in physiological experi-
nonlinear phenomenon of AN fiber responses, in which anents(Delgutte, 199D For example, in Fig. 14CF=3500
stimulus away from CF can act to reduce the response to Ez) the slope for growth of suppression by a 1550-Hz tone is
stimulus near CF. Suppression was included in the AN mode).8 dB/dB, which is smaller than the averaged physiological
by making the bandwidth of the control path wider than thatdata[about 1.3 for suppressor frequency/&F.44, Fig. 9 of
of the signal path, as suggested by Geisler and Sih@&0. Delgutte (1990]. The slope for growth of suppression by a
The suppressor passes through the relatively wideband cod400-Hz tone is 0.4 dB/dB, which agrees with the slope
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FIG. 14. Suppression growth functions measured for a CF of 3500 Hz, with

suppressors at 1550 Hbelow CH or 4400 Hz(above CF. The CF tone G, 15, |nstantaneous frequencies calculated for the DRNL mriddiedidis

SPL was adjusted to maintain a response rate that was two-thirds of thg; al, 2001 impulse responses for a CF of 2000 Hz at different sound
maximum response rate at each suppressor SPL. The dotted line indicate?)r%ssure level$40 to 100 dB in 20-dB stepsased on the zero-crossing
growth with slope of (dB/dB). method(see Appendix B A level dependency in the instantaneous profile is
demonstrated by the changes in the direction of the glides at different levels.
é\lote that the instantaneous profiles for the two lowest levels are nearly

observed physiologically for a suppressor frequency 1.2ldemica|, so the curves lie atop one another,

times CF(Delgutte, 199D

sistent with physiological results. In Fig. 7 of Irino and

V. DISCUSSION Patterson(200J), best frequencyCF=2000 H3 first shifts

This report describes a computational AN model that haso a relatively higher frequency and then shifts down as the
a level-independent frequency glide and nonlinear compresnput SPL increases from 30 to 80 dB. In Fig. 10 of Irino and
sion. AN models based on gamma-tone filte€arney, 1993; Patterson(2001), the best frequency increases as the input
Zhanget al, 2001 do not have frequency glides in their SPL changes from 30 to 60 dB. However, Andersiral.
impulse responses because the frequency response of k971, their Fig. 8 and Mgller (1977 show that the best
gamma-tone filter is symmetrical. Pfeifferld970 BPNL  frequency in responses of AN fibers with mid- to high-
model and its extension, Goldstein($990, 1995 MBNL  frequency CFs shifts to lower frequencies as the input SPL
model, did not address the level independence of théncreases. The best-frequency shift can be qualitatively ex-
instantaneous-frequency glide. Medeisal. (2001 qualita-  plained by the interaction between the instantaneous fre-
tively described the frequency glide in their model's impulsequency glide in the impulse response and the change in the
responses, but they did not quantify this response property &hape of the impulse response envelope at various input
examine its level dependence. We explored the level depersPLs due to the compressive nonlineariarney, 1999
dence of the frequency glide in the DRNL model by produc-The monotonicity of the IF profiles of the impulse response
ing impulse responses for a 2000-Hz CF fiber at several inis also consistent with the monotonic BF shifts that have
put sound pressure levels and calculating the correspondingeen observed as a function of SPL.
instantaneous frequencies as a function of tifRey. 15.
Because the DRNL model achieves its changes in bandwidtﬁ'
by changing the overall shapg@nd thus symmetjyof its The goal of this study was to provide a computational
frequency response with level, we anticipated that thghenomenological AN model with more complete response
instantaneous-frequency glide of this model would be levefeatures than those of previous AN models, and efforts fo-
dependent. Indeed, the instantaneous-frequency profile of trreised on modeling the level-independent frequency glide.
DRNL model changes considerably as a function of levelThe instantaneous frequency glide and compressive nonlin-
(Fig. 15, which is inconsistent with the level-independent earity were successfully included in this model. This model
frequency glide reported for AN fibefs.g., Fig. 3in Carney does have some limitations, however. Only AN fibers with
et al. (1999, and cf. Fig. 6 for the model presented Here high spontaneous rate have been implemented to date; other
The instantaneous frequency of the DRNL model has thespontaneous rate fibers will be considered in future work.
same downward glide at the two lowest levels tegtetland  The major changes related to modeling low and medium
64 dB SPL and has an upward frequency glide at higherspontaneous rate fibers would be mostly within the IHC and
SPLs. synapse model, and it is anticipated that the configuration of

Irino  and Patterson (200) demonstrated an the signal path and the control path described here will not
instantaneous-frequency glide in the impulse response dfe changed.
their gammachirp-based model. However, the trend of this  The values of this model’'s parameters were estimated on
model's best-frequency shift, which is a feature associatethe basis of revcor functions recorded from low-frequency
with the frequency glide in the impulse response, is not conAN fibers(Carneyet al,, 1999, below 4000 Hz which limits

Limitations and future work
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the application of this model in processing signals with rela-p,(rad/y —496 357.1 3187.8  Relative locations

tively high frequency components. Revcor data based on BM of poles in signal
measurements are available for higher GHs Boer and path, imaginary part
Nuttall, 1997. These BM revcor data could be used for pa-Xzero 1407.5 3981 12990 The distance
rameter estimation at high CFs by calculating model revcofrad/s from the origin
functions from the signal path output and then fitting these to the zeroes along
model revcor functions to BM data. the negative real axis
Another limitation is the relatively small phase shift be- Gcontrol 650.1 1445.6 3023.8  Gain in control path

low CF in the intensity-dependent phase respoiiSis 11).
The limited phase shift is due to the limited number of polesAPPENDIX B: CALCULATION OF INSTANTANEOUS
in the signal-path filter and may also be due to the leveFREQUENCY

independence of the zeros’ locations. These limitations can  Two methods can be used to calculate the instantaneous
be overcome with a more Complicated AN mOde|; hOWeVer,frequency of a model or data revcor funcnm(lt) The first
the results presented here focused on a relatively simplgethod was based on the Hilbert transform. A complex sig-
model structure. nal is made by taking(t) as the real part and the Hilbert

A primary motivation for the development of this model transform ofs(t) as the imaginary part. The time-domain
was to provide a tool for understanding the implications ofgerivative of the phase of this complex signal is the instan-
the frequency glide for stimulus coding. The glide is leveltaneous frequency of the revcor functioft)sThe second
independent, but because it interacts with the compressivigethod was based on identifying the zero-crossing points in
nonlinearity, its influence on the rate and timing of AN re- the revcor functions. The instantaneous frequency of the im-
sponses is complex. Using techniques that have been devejy|se response was estimated as the reciprocal of the instan-
oped in recent studigg.g., Heinzet al, 2001a,b, 2002; Tan, taneous period, which is equal to two times the distance be-
2003, this computational AN model can be used in futureqyeen sequential zero crossings.
studies to explore the implications of the frequency glide for  Before estimating the instantaneous frequency with ei-
predictions based on AN responses of psychophysical perfother method, a three-point average of the original revcor
mance on basic tasks. This model can also be applied t@nction was performed to smooth the revcor function. Also,
studies of AN responses to more complex stimuli, such aghe instantaneous frequency profile was only estimated over
speech soundée.g., Bruce, 2003 Tan (2003 has recently 3 time interval for which the envelope amplitude was at least
applied this AN model to a study of the coding of vowel-like 2504 of the maximum valuéde Boer and Nuttall, 1997
stimuli, including predicting the limits of psychophysical which avoided noisy fluctuations where the revcor function
performance in formant-frequency discrimination in quietamplitude was too small to make accurate estimates. In gen-
and in noise based on population AN responses. eral, these two methods gave similar results; however, the
method based on the Hilbert transform was more sensitive to
noise in the revcor function and therefore showed more os-
cillation in the results. The results presented in Figs. 6 and 14
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Satish lyengar and Jayant Datta. This work is supported bi,Best frequenC){BF) is the frequency at which the fiber response is stron-
Grant No. I8N-9983567 fom the National Sience Founda- 5% SPOsak ety of e esporse ares e, s Fo
tion and Grant No. DC01641 from the National Institutes of oq of the fiber is lowest.
Health. Dr. Christopher Plack kindly provided the computer?The C code used to implement this model is available at http://
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vided the_ synchronization cogfﬂment data for AN f't,’ers- Dr. form, poles were arranged in conjugate pairs in the Laplace domain.
Roger Miller generously provided the,gdata for AN fibers.

ACKNOWLEDGMENTS

Anderson, D. J., Rose, J. E., Hind, J. E., and Brugge, 01971). “Tem-
poral position of discharges in single auditory nerve fibers within the cycle

APPENDIX A: EXAMPLES OF CF-DEPENDENT of a sine-wave stimulus: Frequency and intensity effects,” J. Acoust. Soc.

PARAMETER VALUES FOR THREE CFS Am. 49, 1131-1139.
Arthur, M. A, Pfeiffer, R. R., and Suga, N1970. “Properties of ‘two-tone
CF (Hz) 500 1000 2200 Description inhibition’ in primary auditory neurons,” J. Physic212, 593—-1139.
Bruce, I. C., Sachs, M. B., and Young, E. @003. “An auditory-periphery
o (rad/9 954 1258.9 1725.7 Real part of the pole  model of the effects of acoustic trauma on auditory nerve responses,” J.
closest to the Acoust. Soc. Am113 369-388.

. . . Carney, L. H(1993. “A model for the responses of low-frequency auditory
|mag|n§1ry axis nerve fibers in cat,” J. Acoust. Soc. A3, 401-417.

P, (radls  436.7 979.4 22819 Imaginary part of the carney, L. H.(1994. “Spatiotemporal encoding of sound level: Models for
pole closest to the normal encoding and recruitment of loudness,” Hear. R€s31—44.
imaginary axis Cgrtney, L.t:.(lgg% “Tegporall\‘respg_nsg zz)zpezrlt‘iés of neurons in the au-

. : itory pathway,” Curr. Opin. Neurobiol9, —446.

Pa (rad/9 8351 1697.1 3801.9 Rela_tlve_ locations of Carney, L. H., and Yin, T. C. T1988. “Temporal coding of resonances by
poles in signal path, low-frequency auditory nerve fibers: Single fiber responses and a popula-

real part tion model,” J. Neurophysiol60, 1653—-1677.

J. Acoust. Soc. Am., Vol. 114, No. 4, Pt. 1, October 2003 Q. Tan and L. H. Carney: Auditory-nerve model with frequency glide 2019



Carney, L. H., McDuffy, M. J., and Shekhter,(1999. “Frequency glides in
the impulse responses of auditory-nerve fibers,” J. Acoust. Soc.10%,.
2384-2391.

Cheatham, M. A., and Dallos, PL999. “Response phase: A view from the
inner hair cell,” J. Acoust. Soc. Anl05 799-810.

Cheatham, M. A., and Dallos, 200)). “Inner hair cell response patterns:
implications for low-frequency hearing,” J. Acoust. Soc. Abi0, 2034 —
2044,

Colburn, H. S., Carney, L. H., and Heinz, M. @003, in pres$. “Quan-

Miller, R. L., Schilling, J. R., Franck, K. R., and Young, E. D1997.
“Effects of acoustic trauma on the representation of the vowfeir/ cat
auditory nerve fibers,” J. Acoust. Soc. Arh01, 3602—3616.

Mgller, A. R.(1977). “Frequency selectivity of single auditory-nerve fibers
in response to broadband noise stimuli,” J. Acoust. Soc. An135-142.

Mountain, D. C., and Hubbard, A. E1996. “Computational analysis of
hair cell and auditory nerve processes,”Auditory Computationedited
by H. L. Hawkins, T. A. McMullen, A. N. Popper, and R. R. Fay
(Springer-Verlag, New York pp. 121-156.

tifying the information in auditory-nerve responses for level discrimina- Nomoto, M., Suga, N., and Katsuki, Y1964. “Discharge pattern and

tion,” JARO.

de Boer, E.(1997. “Connecting frequency selectivity and nonlinearity for
models of the cochlea,” Aud. Neurosd, 377—-388.

de Boer, E., and de Jongh, H. R978. “On cochlear encoding: Potenti-

inhibition of primary auditory nerve fibers in the monkey,” J. Neuro-
physiol. 27, 768—787.

Patuzzi, R.(1996. “Cochlear micromechanics and macromechanics,” in
The Cochleaedited by P. Dallos, A. N. Popper, and R. R. K&pringer-

alities and limitations of the reverse-correlation technique,” J. Acoust. Verlag, New York, pp. 186—-257.

Soc. Am.63, 115-135.
de Boer, E., and Nuttall, A. L(1997. “The mechanical waveform of the
basilar membrane. I. Frequency modulatiégigdes in impulse responses
and cross-correlation functions,” J. Acoust. Soc. Atfl, 3583-3592.
de Boer, E., and Nuttall, A. L(2000. “The mechanical waveform of the
basilar membrane. Ill. Intensity effects,” J. Acoust. Soc. A7, 1497—
1507.

Delgutte, B.(1990. “Two-tone rate suppression in auditory-nerve fibers:

Dependence on suppressor frequency and level,” Hear.4®e825-246.
Evans, E. F(1977. “Frequency selectivity at high signal levels of single
units in cochlear nerve and nucleus,”sychophysics and Physiology of
Hearing, edited by E. F. Evans and J. P. Wils@hcademic, Londoj pp.
185-192.
Geisler, C. D., and Sinex, D. G1980. “Responses of primary auditory
fibers to combined noise and tonal stimuli,” Hear. R&s317-334.
Goldstein, J. L.(1990. “Modeling rapid wave form compression on the

Pfeiffer, R. R.(1970. “A model for two-tone inhibition of single cochlear-
nerve fibers,” J. Acoust. Soc. A8, 1373.

Recio, A., Narayan, S. S., and Ruggero, M. A997. “Wiener-kernel
analysis of basilar membrane response to noiseDiersity in Auditory
Mechanics edited by E. R. Lewis, G. R. Long, R. F. Lyon, P. M. Narins,
C. R. Steele, and E. Hecht-Poin&@vorld Scientific, Singapoje pp. 325—
331.

Recio, A., Narayan, S. S., and Ruggero, M.(A998. “Basilar-membrane
responses to clicks at the base of the chinchilla cochlea,” J. Acoust. Soc.
Am. 103 1972-1989.

Rhode, W. S(1971). “Observations of the vibration of the basilar mem-
brane in squirrel monkeys using the Mossbauer technique,” J. Acoust.
Soc. Am.49, 1218-1231.

Rhode, W. S., and Cooper, N.([®2996. “Nonlinear mechanics in the apical
turn of the chinchilla,” Aud. Neurosci3, 101-120.

Robert, A., and Eriksson, J. I(1999. “A composite model of the auditory

basilar membrane as multiple-band-pass-nonlinearity filtering,” Hear. Res. periphery for simulating responses to complex sounds,” J. Acoust. Soc.

49, 39-60.

Am. 106, 1852—-1864.

Goldstein, J. L.(1995. “Relations among compression, suppression, and Robles, L., Rhode, W. S., and Geisler, C.(0976. “Transient response of

combination tones in mechanical responses of the basilar membrane: datahe basilar membrane measured in squirrel monkeys using the Mossbauer

and MBPNL model,” Hear. Res39, 52—-68.
Heinz, M. G., Colburn, H. S., and Carney, L. F20013. “Evaluating au-

effect,” J. Acoust. Soc. Am59, 926-939.
Rosowski, J. J(1996. “Models of External- and Middle-Ear Function,” in

ditory performance limits: I. One-parameter discrimination using a com- Auditory Computationedited by H. L. Hawkins, T. A. McMullen, A. N.

putational model for the auditory nerve,” Neural Compl®, 2273-2316.
Heinz, M. G., Colburn, H. S., and Carney, L. £2001b. “Rate and timing

Popper, and R. R. FaiSpringer-Verlag, New York pp. 15—-61.
Ruggero, M. A., and Rich, N. 199)). “Furosemide alters organ of corti

cues associated with the cochlear amplifier: Level discrimination based on mechanics: evidence for feedback of outer hair cells upon the basilar
Monaural cross-frequency concidence detection,” J. Acoust. Soc. Am. membrane,” J. NeurosclLl, 1057—-1067.

110, 2065-2084.
Heinz, M. G., Colburn, H. S., and Carney, L. F2002. “Quantifying the

implications of nonlinear cochlear tuning for auditory-filter estimates,” J.

Acoust. Soc. Am111, 996-1011.

Heinz, M. G., Zhang, X., Bruce, I. C., and Carney, L. kK0019.

Ruggero, M. A., Rich, N. C., Recio, A., Narayan, S. S., and Robles, L.

(1997. “Basilar-membrane responses to tones at the base of the chinchilla

cochlea,” J. Acoust. Soc. Anl01, 2151-2163.

Sachs, M. B., and Kiang, N. Y. $1968. “Two-tone inhibition in auditory-

nerve fibers,” J. Acoust. Soc. And3, 1120-1128.

“Auditory-nerve model for predicting performance limits of normal and Shekhter, I., and Carney, L. H1997. “A nonlinear auditory nerve model

impaired listeners,” ARLO2, 91-96.
Irino, T., and Patterson, R. 01997. “A time-domain, level-dependent
auditory filter: the gammachirp,” J. Acoust. Soc. Ai01, 412-419.
Irino, T., and Patterson, R. 0200Y). “A compressive gammachirp auditory

filter for both physiological and psychophysical data,” J. Acoust. Soc. Am.

109, 2008-2022.

for CF-dependent shifts in tuning with sound level,” Assoc. Res. Otolaryn-
gol. 20, 617.

Shera, C. A(2001a. “Frequency glides in click responses of the basilar

membrane and auditory nerve: Their scaling behavior and origin in
traveling-wave dispersion,” J. Acoust. Soc. AdD9, 2023-2034.

Shera, C. A(2001b. “Intensity-invariance of fine time structure in basilar-

Johnson, D. H(1980. “The relationship between spike rate and synchrony membrane click responses: Implications for cochlear mechanics,” J.
in responses of auditory-nerve fibers to single tones,” J. Acoust. Soc. Am. Acoust. Soc. Am110, 332—-348.

68, 1115-1122.

Kiang, N. Y. S., and Moxon, E. C(1974. “Tails of tuning curves of
auditory-nerve fibers,” J. Acoust. Soc. Ard5, 620—630.

Kiang, N. Y. S., Watanabe, T., Thomas, E. C., and Clark, L(1@65.

“Discharge patterns of single fibers in the cat's auditory nerve,” MIT

Research Monograph No. 3MIT, Cambridge, MA.

Smith, R. L.(1988. “Encoding of sound intensity by auditory neurons,” in

Auditory Function: Neurobiological Bases of Hearjngdited by G. M.
Edelman, W. E. Gall, and W. M. CowdhlViley, New York), pp. 243-274.

Tan, Q.(2003. “Computational and statistical analysis of auditory periph-

eral processing for vowel-like signals,” Ph.D. dissertation, Boston Univer-
sity.

Liberman, M. C.(1978. “Auditory-nerve responses from cats raised in a Tan, Q., and Carney, L. H1999. “A phenomenological model for auditory

low-noise chamber,” J. Acoust. Soc. Ar3, 442—455.
Lin, T., and Guinan, J. J2000. “Auditory-nerve-fiber responses to high-

nerve responses: Including the frequency glide in the impulse response,”

Proc. IEEE 25th Annual Northeast Bioengineering Conference, pp. 23-24.

level clicks: Interference patterns indicate that excitation is due to thewesterman, L. A., and Smith, R. 1(1988. “A diffusion model of the

combination of multiple drives,” J. Acoust. Soc. Arh07, 2615-2630.
Marquardt, D. W.(1963. “An Algorithm for Least-Squares Estimation of
Nonlinear Parameters,” J. Soc. Ind. Appl. Matti, 431-441.
Meddis, R., O'Mard, L. P., and Lopez-Poveda, E.(2001). “A computa-

tional algorithm for computing nonlinear auditory frequency selectivity,”

J. Acoust. Soc. Am109, 2852—-2861.

2020 J. Acoust. Soc. Am., Vol. 114, No. 4, Pt. 1, October 2003

transient response of the cochlear inner hair cell synapse,” J. Acoust. Soc.

Am. 83, 2266—-2276.

Zhang, X., Heinz, M. G., Bruce, I. C., and Carney, L. (2001). “A phe-

nomenological model for the responses of auditory-nerve fibers. I. Non-
linear tuning with compression and suppression,” J. Acoust. Soc.109).
648-670.

Q. Tan and L. H. Carney: Auditory-nerve model with frequency glide



